A comparative study of high resolution microscopy imaging modalities using a three-dimensional resolution measure
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Abstract: From an acquired image, single molecule microscopy makes possible the determination of the distance separating two closely spaced biomolecules in three-dimensional (3D) space. Such distance information can be an important indicator of the nature of the biomolecular interaction. Distance determination, however, is especially difficult when, for example, the imaged point sources are very close to each other or are located near the focal plane of the imaging setup. In the context of such challenges, we compare the limits of the distance estimation accuracy for several high resolution 3D imaging modalities. The comparisons are made using a Cramer-Rao lower bound-based 3D resolution measure which predicts the best possible accuracy with which a given distance can be estimated. Modalities which separate the detection of individual point sources (e.g., using photoactivatable fluorophores) are shown to provide the best accuracy limits when the two point sources are very close to each other and/or are oriented near parallel to the optical axis. Meanwhile, modalities which implement the simultaneous imaging of the point sources from multiple focal planes perform best when given a near-focus point source pair. We also demonstrate that the maximum likelihood estimator is capable of attaining the limit of the accuracy predicted for each modality.
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1. Introduction

Single molecule microscopy (e.g., [1, 2]) has become an important tool for studying biological processes at the level of individual biomolecules. Besides enabling the direct visualization of biological events at the biomolecular level, the acquired images contain extractable information that can provide a more detailed understanding of the recorded events. In localization-based superresolution (e.g., [3, 4, 5, 6, 7, 8, 9, 10]) and high accuracy three-dimensional (3D) tracking (e.g., [11, 12, 13, 14, 15]), for example, the position of a single biomolecule is accurately determined from its image. Besides the localization of an individual molecule, however, of particular importance is the study of the interaction between two biomolecules.

In studying an interaction such as that between two proteins, an important problem is to resolve the two closely spaced molecules in the sense of determining the distance that separates them. An accurately determined distance of separation can provide biologically significant insight as it helps to elucidate the nature of the biomolecular interaction. Techniques based on fluorescence resonance energy transfer (e.g., [16]) have been limited to the probing of interactions involving distances of less than 10 nm. Meanwhile, based on Rayleigh’s criterion, it has been widely believed that the conventional optical microscope can resolve two in-focus molecules only if they are separated by more than 200 nm. In the more general 3D scenario where the molecules are out of focus, the classical 3D resolution limit [17, 18, 19] predicts an even higher threshold distance. This leaves a distance range of 10 nm to 200 nm that is unaccounted for, and represents a significant obstacle to the study of many biomolecular interactions.

In [6], we proposed a new resolution measure that is based on the Cramer-Rao lower bound [20] from estimation theory, and it specifies the limit of the accuracy (i.e., the smallest possible standard deviation) with which a given distance can be determined. Using this result, we showed that, contrary to common belief, distances below Rayleigh’s criterion can in fact be accurately determined with conventional optical microscopy. More precisely, this resolution measure predicts that arbitrarily small distances of separation can be estimated with prespecified accuracy, provided that a sufficient number of photons are detected from the pair of molecules. Since in general biomolecular interactions are not confined to a plane of focus, the resolution measure has been extended to the 3D context [21].

In [6] and [21], it was shown that even though distances under 200 nm in two-dimensional (2D) or 3D space can be estimated, the number of photons from the pair of molecules that is required to be able to obtain an acceptable accuracy increases substantially in nonlinear fashion with decreasing distance. Since attaining the required photon count is not always feasible (e.g., due to the photobleaching of the fluorophore), it would be useful to explore other means of achieving the desired limit of the accuracy. One such strategy is simply to separate the detection of the two closely spaced molecules, as the difficulty in determining small distances is attributable to the fact that the acquired image consists of two significantly overlapping spots (i.e., point spread functions). Separate detection can be achieved spectrally if the two fluorophores emit photons of different wavelengths (e.g., [22, 23]), or it can be achieved temporally. The latter can be realized through the natural photobleaching [3, 4, 6] or blinking [5] of the fluorophores, or the stochastic activation of photoactivatable [7, 8], photoswitchable [9], or other types [10] of fluorophores.

In dealing with the more general 3D scenario of resolving two out-of-focus molecules, the poor depth discrimination capability of the optical microscope introduces an additional challenge in the distance estimation problem. In particular, depth discrimination is especially poor near the microscope’s focal plane, and it has been shown that the closer a single molecule is to the focal plane, the more difficult it is to accurately determine its axial (z) position [24]. This z-localization problem has direct implications on the distance problem. In [21], it was shown that even for two molecules that are separated by a relatively large distance, the limit of the dis-
tance estimation accuracy (i.e., the 3D resolution measure) typically deteriorates severely when either of the molecules is axially located near the microscope’s plane of focus. The resolution measure can again be improved by collecting more photons from the molecules, but very large numbers will be required, as in the case of small distances, to obtain an acceptable limit of the accuracy. This near-focus problem therefore represents a significant obstacle in the study of biomolecular interactions that occur in proximity to the focal plane.

A technique that can be expected to overcome poor depth discrimination near focus for the 3D distance estimation problem, however, is multifocal plane microscopy (MUM) [25]. MUM is an imaging configuration that uses multiple cameras to simultaneously capture images from distinct focal planes within the specimen. By positioning multiple focal planes at appropriate spacings along the microscope’s optical (z-)axis, MUM can be used to visualize and study cellular processes over a large depth range (e.g., [14, 26]). Importantly, by imaging a near-focus single molecule simultaneously from additional focal planes that are relatively far from it, MUM can significantly improve the limit of the accuracy with which the molecule’s z position can be determined [14, 27]. By the same principle, one can expect MUM to have an analogous effect on the limit of the distance estimation accuracy.

The main focus of this paper is to systematically compare different microscopy imaging modalities in terms of their ability to estimate the 3D distance of separation. These modalities make use of separate detection and/or the MUM technique, and represent imaging setups that have all been implemented and used in practice. Therefore, the method as well as the results of our comparisons can be used to generate or provide important guidelines in the design of an imaging experiment where distance estimation is an integral part of the data analysis. Whereas different imaging modalities have been compared in terms of their ability to localize a single point source (e.g., [28]), the work presented here provides a comparison of modalities in terms of their ability to resolve a pair of closely spaced point sources (i.e., to determine the distance of separation).

The comparisons are made using customizations of the 3D resolution measure [21] which we derive for each modality. Moreover, they are performed in the context of the important challenges posed by small distances of separation and near-focus depth discrimination. A third challenge that will be considered is that associated with the orientation of a point source pair with respect to the microscope’s z-axis. As we showed in [21], even a relatively large distance of separation can be difficult to determine with acceptable accuracy if, for example, one point source is positioned in front of, and hence obscures the other, in the z direction. In addition to the comparisons, we show that the limits of the distance estimation accuracy predicted for the various imaging modalities by their respective resolution measures are attainable by the maximum likelihood estimator. This is an important result as it is useful to identify estimators that can achieve the limit of the accuracy in practice. We demonstrate the maximum likelihood estimator to be one such estimator via distance estimations that were carried out on simulated images of point source pairs.

The remainder of this paper is organized as follows. In Section 2, we provide a description of the four imaging modalities that are compared and the image data that they produce. In Section 3, we derive the 3D resolution measures corresponding to the different imaging modalities. In doing so, we demonstrate how the theory behind the resolution measure can be applied to different modalities. In Section 4, we use the derived resolution measures to compare the modalities in terms of their limits of the distance estimation accuracy. Specifically, we illustrate the dependence of the different resolution measures on the distance of separation, the axial position, and the orientation of a point source pair, and show that the best-performing modality depends on the specific scenario. In Section 5, we present the results of our maximum likelihood distance estimations with simulated images. Finally, we conclude our presentation in Section 6.
Fig. 1. Simulated images of a pair of like point sources in 3D space as acquired by (a) the SIM-SNG, (b) the SEP-SNG, (c) the SIM-MUM, and (d) the SEP-MUM imaging modalities. The point sources are deliberately simulated to be separated by a relatively large distance of 500 nm to clearly show the presence of a pair. The exposure time of each image is the same regardless of the modality. (a) The SIM-SNG modality abstracts the conventional fluorescence imaging setup which produces a single image of both point sources. (b) The SEP-SNG modality detects the two point sources separately in time and hence produces two images each capturing only one of the point sources. (c) The SIM-MUM modality uses two cameras to simultaneously detect the point source pair from two distinct focal planes, and hence produces two images each capturing both point sources. (d) The SEP-MUM modality combines separate detection with two-plane imaging and therefore produces a total of four images - two of one point source from the two distinct focal planes, and two of the other point source at a different time, but from the same two focal planes. In (c) and (d), the images are dimmer because the collected photons are split between the two focal planes.

2. The four imaging modalities

In this section, we give a description of each of the four imaging modalities for which we will compare the limits of the distance estimation accuracy. These modalities differ in terms of whether they employ the simultaneous or the separate detection of the two closely spaced point sources, and whether they image those point sources from a single focal plane or from multiple focal planes at the same time. The four modalities comprise all possible combinations of simultaneous (SIM) or separate (SEP) detection coupled with single focal plane (SNG) or multifocal plane (MUM) imaging. For brevity, each modality will be denoted by the appropriate combination of abbreviations here and throughout the paper. In particular, we describe the nature of the images that are produced by each modality, and from which distances of separation are to be estimated. The presentation is aided by Fig. 1, which shows simulated images of a pair of like point sources as acquired by each modality.

1. The **SIM-SNG** (simultaneous detection, single focal plane) modality represents the conventional fluorescence imaging setup where a single image is acquired of a pair of point sources and is used to estimate the distance of separation. A simulated image for this modality is shown in Fig. 1(a), where a relatively large 500 nm distance of separation...
was specified to clearly illustrate the presence of two point sources. For much smaller distances of separation, the two spots would overlap significantly and be difficult to visually distinguish as two.

2. The **SEP-SNG (separate detection, single focal plane) modality** separates the detection of two closely spaced point sources either spectrally or temporally, and images each point source from one and the same focal plane. For ease of presentation, however, and without loss of generality, we will assume for this modality the model of temporal separation that relies on the use of photoactivatable or photoswitchable fluorophores (e.g., [7, 8, 9]). In this model, stochastically different subsets of the entire fluorophore population are converted to the fluorescing state in successive rounds of photoactivation. By keeping the subsets of photactivated fluorophores small, it is likely that two closely spaced fluorophores are individually detected at different times. The output of the SEP-SNG modality therefore consists of two images acquired during disjoint time intervals as shown in Fig. 1(b). Each image captures only one of the point sources, but the two images are used together to estimate the distance that separates the two point sources.

3. The **SIM-MUM (simultaneous detection, multifocal plane) modality** (e.g., [14, 26]) detects two closely spaced point sources simultaneously, and images them from multiple focal planes at the same time. Though it in principle includes MUM setups that employ any number of focal planes, here we will assume for this modality a two-plane MUM configuration. In a two-plane MUM setup, a beam splitter is used to divide the fluorescence collected by the objective lens between two cameras that are positioned at distinct distances from the tube lens of the microscope. In this way, the two cameras can image distinct focal planes within the specimen at the same time. The output of this modality therefore comprises two images that are acquired during the same time interval, one by each camera. Each image captures both point sources as shown in Fig. 1(c), but from a distinct focal plane. The two images are used together to estimate the distance of separation. Note that the images of Fig. 1(c) are dimmer than those of Figs. 1(a) and 1(b) due to the splitting of the collected fluorescence between the two cameras.

4. The **SEP-MUM (separate detection, multifocal plane) modality** (e.g., [29]) combines separate detection with the MUM technique, and generally encompasses all methods of separation coupled with a MUM configuration employing any number of focal planes. In keeping with the assumptions made with the SEP-SNG and the SIM-MUM modalities, however, we will assume for this modality the use of photoactivatable or photoswitchable fluorophores with a two-plane MUM configuration. The output of the SEP-MUM modality therefore consists of four images as shown in Fig. 1(d). Two of the four images capture one and the same point source during the same time interval, but each is acquired by a different camera from a distinct focal plane. The remaining two images both capture the other point source during a time interval that is disjoint from the other, but are again acquired by the two different cameras from their respective focal planes. The four images are used together to perform the estimation of the distance of separation. Note that as in the case of the SIM-MUM modality, the images of Fig. 1(d) are dimmer because of the splitting of the collected fluorescence between the two cameras.

3. **The 3D resolution measures for the four imaging modalities**

The 3D resolution measure is a quantity that specifies the limit of the accuracy (i.e., the smallest possible standard deviation) that can be expected of the estimates produced by any unbiased estimator of the distance that separates two objects (e.g., point sources). More precisely, it is
Fig. 2. Two point sources \( P_1 \) and \( P_2 \), located respectively at \((x_{01}, y_{01}, z_{01})\) and \((x_{02}, y_{02}, z_{02})\), in 3D space. In formulating the distance estimation problem, the 3D geometry of the pair is equivalently described by the six parameters \( d, \phi, \omega, s_x, s_y, s_z \). The parameter \( d \) is the distance that separates \( P_1 \) and \( P_2 \). The coordinates \( s_x, s_y, \) and \( s_z \) specify the location of the midpoint between \( P_1 \) and \( P_2 \). The parameter \( \omega \) is the angle between the line segment \( P_1P_2 \) and the positive \( z \)-axis. The parameter \( \phi \) is the angle between the \( xy \)-plane projection of \( P_1P_2 \) and the positive \( x \)-axis.

defined as the square root of the Cramer-Rao lower bound [20] for estimating a distance of separation. The mathematical foundation on which the 3D resolution measure is based was presented in [30], and a detailed description of its derivation was given in [21].

The resolution measure as described in [21] assumes distance estimation based on a single image of a pair of point sources. As such, it is directly applicable to a conventional fluorescence imaging setup (i.e., the SIM-SNG imaging modality). However, to obtain the limits of the distance estimation accuracy for the SEP-SNG, the SIM-MUM, and the SEP-MUM modalities, the resolution measure needs to be adapted to consider multiple images of one or both point sources from different acquisition time intervals and/or focal planes (Figs. 1(b), 1(c), 1(d)). Since the derivations of these resolution measures are most easily presented as modifications to the derivation of the resolution measure for the SIM-SNG modality, we will begin by providing a succinct derivation of the SIM-SNG resolution measure that includes the necessary ingredients for arriving at the other resolution measures.

Note that only relatively high level descriptions will be given in this section, and that detailed descriptions with accompanying mathematical formulae can be found in the appendix.

3.1. The SIM-SNG modality

To obtain the resolution measure for the SIM-SNG modality, we consider the problem of estimating the vector of unknown parameters \( \theta = (d, \phi, \omega, s_x, s_y, s_z) \), \( \theta \in \Theta \), from a single image of two point sources (Fig. 1(a)). The symbol \( \Theta \) denotes the parameter space which is an open subset of \( \mathbb{R}^6 \). As shown in Fig. 2, the six parameters of \( \theta \) collectively describe the geometry of a pair of point sources \( P_1 \) and \( P_2 \) in 3D space. Parameter \( d \) denotes the distance that separates \( P_1 \) and \( P_2 \), parameter \( \phi \) denotes the angle which the \( xy \)-plane projection of the line segment \( P_1P_2 \) forms with the positive \( x \)-axis, parameter \( \omega \) denotes the angle which \( P_1P_2 \) forms with the positive \( z \)-axis, and parameters \( s_x, s_y, \) and \( s_z \) denote the coordinates of the midpoint between \( P_1 \) and \( P_2 \).

In order to estimate \( \theta \) (which includes the distance of separation \( d \)) from an image of the point sources \( P_1 \) and \( P_2 \), a mathematical model that accurately describes the image is required. To account for the intrinsically stochastic nature of the photon emission (and hence the photon...
detection) process, this image, which we assume to be acquired during the time interval \([t_0, t]\), is modeled as a spatio-temporal random process \([30, 31]\). The temporal portion models the time points at which photons are detected from \(P_1\) and \(P_2\) as an inhomogeneous Poisson process with intensity function \(\Lambda_\theta(\tau), \tau \geq t_0\). The spatial portion models the image space coordinates at which the photons are detected as a sequence of independent random variables with probability density functions \(\{f_{\theta, \tau}\}_{\tau \geq t_0}\). As detailed in appendix section A.1, the intensity function \(\Lambda_\theta(\tau)\) is simply the sum of the rates at which photons are detected from \(P_1\) and \(P_2\) (Eq. (3)), and each density function \(f_{\theta, \tau}\) is simply a weighted sum of the images (i.e., the point spread functions) of the two point sources (Eq. (4)). Note that in general, both \(\Lambda_\theta(\tau)\) and \(\{f_{\theta, \tau}\}_{\tau \geq t_0}\) are functions of \(\theta\) (i.e., the parameters to be estimated).

Having modeled our image through the functions \(\Lambda_\theta(\tau)\) and \(\{f_{\theta, \tau}\}_{\tau \geq t_0}\), a matrix quantity known as the Fisher information matrix \([20]\) can be calculated. Denoted by \(I(\theta)\), this matrix provides a measure of the amount of information the image carries about the parameter vector \(\theta\) to be estimated. Since \(\theta\) is a six-parameter vector, \(I(\theta)\) is a 6-by-6 matrix.

The Fisher information matrix in turn allows us to apply the Cramer-Rao inequality \([20]\), a well-known result from estimation theory which states that the inverse of \(I(\theta)\) is a lower bound on the covariance matrix of any unbiased estimator \(\hat{\theta}\) of the parameter vector \(\theta\) (Eq. (8)). It then follows that element \((1, 1)\) of \(I^{-1}(\theta)\), which corresponds to the distance parameter \(d\) (i.e., the first parameter in \(\theta\)), is a lower bound on the variance of the distance estimates of any unbiased estimator. The 3D resolution measure for the SIM-SNG modality is accordingly defined as the quantity \(\sqrt{|I^{-1}(\theta)|_{11}}\), where the square root makes it a lower bound on the standard deviation, rather than the variance, of the distance estimates. Since it is a lower bound on the standard deviation, small values of the resolution measure correspond to good distance estimation accuracy, whereas large values correspond to poor accuracy.

We note that in the modeling of our image here, we have omitted details regarding image pixelation and extraneous noise sources (e.g., sample autofluorescence, detector readout). In the derivation of appendix section A.1, these important details which pertain to a practical image are taken into account.

### 3.2. The SEP-SNG, the SIM-MUM, and the SEP-MUM modalities

The SEP-SNG, the SIM-MUM, and the SEP-MUM modalities each produces multiple images as shown in Figs. 1(b), 1(c), and 1(d). To obtain the 3D resolution measure for any of these modalities, a single Fisher information matrix needs to be derived that combines the information carried by each of its images about the unknown parameter vector \(\theta\). Then, by applying the definition given in Section 3.1, the resolution measure follows easily as the square root of the first main diagonal element of the inverse matrix.

To derive the Fisher information matrix for any of these modalities, we make use of the assumption that temporally separated images, and also images from different focal planes, are formed independently of one another. By virtue of this independence, the Fisher information matrix for a modality can be obtained by simply adding the Fisher information matrices corresponding to the images it produces. For a given modality, the key to our derivation therefore lies in the determination of the matrix for each of its images. These matrices will be different from that for the SIM-SNG modality because the images to which they correspond contain one point source instead of two, and/or are acquired from a different focal plane. These image differences will necessitate a respecification of the spatio-temporal random process that describes the image formed from the photons detected from the point sources. This respecification can be achieved by simple redefinitions of the intensity function \(\Lambda_\theta(\tau)\) and the probability density functions \(\{f_{\theta, \tau}\}_{\tau \geq t_0}\), of, respectively, the temporal and spatial portions of the random process.

More specifically, for an image produced by the SEP-SNG or the SEP-MUM modality where
only a single point source is detected, the intensity function $\Lambda_\theta(\tau)$ will simply be the photon detection rate of only point source $P_1$ or $P_2$, and not a sum of their detection rates. Likewise, each spatial density function $f_{\theta_1}$ will entail only the point spread function of $P_1$ or $P_2$, and not a sum of their point spread functions. For images acquired from different focal planes by the SIM-MUM or the SEP-MUM modality, the spatial density functions \( \{ f_{\theta_1} \}_{t \geq t_0} \) need to be defined such that the axial position (i.e., defocus) of the point source pair is specified with respect to the focal plane from which the image was acquired. In addition, since the different focal planes are associated with different lateral magnifications, the density functions need to be defined using the appropriate magnification value.

Using these redefined intensity and density functions, the Fisher information matrices corresponding to the images produced by a modality can be calculated and subsequently added to yield a single matrix. Given this sum matrix $I(\theta)$, the 3D resolution measure for the modality follows easily as the quantity $\sqrt{\det(I^{-1}(\theta))_{11}}$.

Detailed derivations of the 3D resolution measures for the SEP-SNG, the SIM-MUM, and the SEP-MUM modalities are given in appendix sections A.2, A.3, and A.4, respectively.

4. Comparison of modalities using the 3D resolution measure

In this section, we use the 3D resolution measures derived in Section 3 to compare the limits of the distance estimation accuracy for the four imaging modalities. To understand how the different modalities perform in the challenging scenarios of small distances of separation, near-focus depth discrimination, and near-parallel orientation with respect to the focal plane from which the image was acquired. In addition, since the different focal planes are associated with different lateral magnifications, the density functions need to be defined using the appropriate magnification value.

To generate the plots for comparison, we assume the imaging of a pair of like point sources $P_1$ and $P_2$ that emit photons of wavelength $\lambda = 655$ nm. The image of each point source is assumed to be described by the classical 3D point spread function of Born and Wolf [17]. That is, the point spread functions of $P_1$ and $P_2$ are each of the form

$$q_{\theta_0}(x,y) = \frac{4\pi n_a^2}{\lambda^2} \left| \int_0^1 J_0 \left( \frac{2\pi n_a}{\lambda} \sqrt{x^2+y^2} \right) e^{-\frac{n_a^2k_0}{2\lambda^2} r^2} dr \right|^2, \quad (x,y) \in \mathbb{R}^2, \quad \theta_0 \in \mathbb{R}, \quad (1)$$

where $\theta_0$ is the axial position of the point source in the object space, $n_a$ is the numerical aperture of the objective lens, and $n$ is the refractive index of the object space medium. For our comparisons, the objective lens is assumed to have a numerical aperture of $n_a = 1.4$ and a magnification of $M = 100$. The refractive index of the object space medium is assumed to be $n = 1.515$.

Each point source is further assumed to have a constant photon detection rate of 5000 photons per second, and the same acquisition time interval of 1 second is assumed for any given image regardless of the modality. In this way, an expected total of 10000 photons are detected from the two point sources in each modality, regardless of whether they are distributed across one, two, or four images (Fig. 1).

For details on settings and parameters not mentioned here, including those related to the two-plane MUM configuration of the SIM-MUM and the SEP-MUM modalities, see Fig. 3.

4.1. Small distances of separation

The smaller the distance of separation between two point sources, the greater the amount of overlap between their point spread functions in the acquired image. As a result, distance estimation can be expected to become increasingly difficult with decreasing distance. Since neither the SIM-SNG modality nor the SIM-MUM modality separates the detection of the point source pair, multiple images are required to be acquired from different focal planes to resolve the separation of the point sources. Consequently, the point spread functions in the acquired image can overlap to an extent that the SIM-SNG or the SIM-MUM modality cannot detect the separation of the point source pair.

For images acquired from different focal planes, the spatial density functions need to be defined using the appropriate magnification value. Since the different focal planes are associated with different lateral magnifications, the density functions need to be defined using the appropriate magnification value.

Using these redefined intensity and density functions, the Fisher information matrices corresponding to the images produced by a modality can be calculated and subsequently added to yield a single matrix. Given this sum matrix $I(\theta)$, the 3D resolution measure for the modality follows easily as the quantity $\sqrt{\det(I^{-1}(\theta))_{11}}$.

Detailed derivations of the 3D resolution measures for the SEP-SNG, the SIM-MUM, and the SEP-MUM modalities are given in appendix sections A.2, A.3, and A.4, respectively.
Fig. 3. Dependence of the 3D resolution measure (i.e., the best possible standard deviation for distance estimation) for (a) the SIM-SNG, (b) the SEP-SNG, (c) the SIM-MUM, and (d) the SEP-MUM modality on the distance of separation $d$ and the axial position $s_z$ of the imaged point source pair. In (a), (b), (c), and (d), the image of each point source in the pair is assumed to be described by the 3D point spread function of Born and Wolf. Each point source emits photons of wavelength $\lambda = 655\,\text{nm}$, which are detected at a rate of $\Lambda_1 = \Lambda_2 = 5000$ photons per second. The image acquisition time is set to 1 second per image. The refractive index of the object space medium is set to $n = 1.515$, and the numerical aperture and the magnification of the objective lens are set to $\text{na} = 1.4$ and $M = 100$, respectively. A single image consists of a 21x21 array of 13 $\mu\text{m}$ by 13 $\mu\text{m}$ pixels, and the position of the point source pair in the $xy$-plane is set to $s_x = s_y = 1365\,\text{nm}$, such that its image is centered on the pixel array given the 100-fold magnification. The point source pair is oriented such that it forms a $45^\circ$ angle with the positive $z$-axis ($\omega = 45^\circ$) and projects at a $60^\circ$ angle from the positive $x$-axis in the $xy$-plane ($\phi = 60^\circ$). In (c) and (d), the spacing between the two focal planes is set to $\Delta z_f = 500\,\text{nm}$. The first focal plane corresponds to the focal plane of the modalities in (a) and (b), and is located at $s_z = 0\,\text{nm}$ with an associated magnification of 100. The second focal plane is located above the first at $s_z = 500\,\text{nm}$, and its associated magnification is set to $M' = 97.98$ (computed using Eq. (12) by assuming a standard tube length of $L = 160\,\text{mm}$). The collected photons are assumed to be split 50:50 between the two focal planes. In (a) and (b), the mean of the background noise in each image is assumed to be a constant and is set to $\beta(k) = 80$ photons per pixel. In (c) and (d), however, it is set to $\beta(k) = 40$ photons per pixel due to the equal splitting of the collected fluorescence. In (a), (b), (c), and (d), the mean and the standard deviation of the readout noise in each image are respectively set to $\eta_k = 0\,e^-$ and $\sigma_k = 8\,e^-$ per pixel.
sources, they can be expected to perform particularly poorly at very small distances of separation. This is seen in Figs. 3(a) and 3(c), where the 3D resolution measures for the SIM-SNG and the SIM-MUM modalities are respectively shown as functions of a point source pair’s distance of separation \( d \) and axial position \( s_z \). For a given axial position, a deterioration of the limit of the distance estimation accuracy (i.e., an increase in the resolution measure) is observed for both modalities as the distance of separation is decreased from 200 nm to 0 nm. This deterioration is nonlinear, progressing relatively slowly at larger values of \( d \), but becoming significantly sharper when the value of \( d \) is in the low tens of nanometers. (Note that at \( d = 0 \) nm, the resolution measure is infinity due to the Fisher information matrix becoming singular. This special scenario corresponds to the degenerate case where the images of the point sources completely coincide. Also, note that for some \( s_z \) values close to 0 nm in Fig. 3(a) where the resolution measure is very large, the described pattern of deterioration does not hold. Specifically, the pattern is interrupted by a sharp deterioration of the resolution measure over values of \( d \) that put one of the point sources near the focal plane at \( s_z = 0 \) nm. This problem of especially poor depth discrimination near focus is discussed in Section 4.2.)

In contrast, the deteriorative effect of small distances of separation is effectively neutralized in the SEP-SNG and the SEP-MUM modalities. By separating the detection of the two point sources, these two modalities completely remove the overlap of their point spread functions. Therefore, good limits of the distance estimation accuracy can be expected even when the two point sources are very close to each other. This is corroborated by Figs. 3(b) and 3(d), where the resolution measures corresponding to the SEP-SNG and the SEP-MUM modalities are respectively plotted as functions of \( d \) and \( s_z \). For a given value of \( s_z \), the resolution measures for both modalities stay relatively small and constant regardless of the distance of separation. (Note the exception at \( d = 0 \) nm, where the resolution measure is infinity. In addition, the exception to the rule is again present for some near-focus \( s_z \) values in Fig. 3(b) where the resolution measure is very large.)

To give an example of how the four modalities compare in terms of precise numbers, Fig. 4(a) shows in one plot the 2D slice \( s_z = 367.2 \) nm from each of the four 3D plots of Fig. 3. At this axial position, a distance of \( d = 200 \) nm can be estimated with best possible accuracies of \( \pm 22.95 \) nm and \( \pm 18.51 \) nm when the SIM-SNG and the SIM-MUM modalities, respectively, are used. These numbers correspond to approximately \( \pm 10\% \) of the 200 nm distance. When the SEP-SNG and the SEP-MUM modalities are used, however, the best possible accuracies that can be expected are \( \pm 9.92 \) nm and \( \pm 12.70 \) nm, respectively, or approximately just \( \pm 5\% \) of the 200 nm distance. Though a nontrivial, factor of two improvement in the limit of the accuracy can already be seen at \( d = 200 \) nm when the SEP-SNG and the SEP-MUM modalities are used, the advantage of using separate detection is even more significant at smaller distances.

At \( d = 100 \) nm, for example, best possible accuracies of \( \pm 45.34 \) nm and \( \pm 33.26 \) nm can be expected from the SIM-SNG and the SIM-MUM modalities, respectively. These numbers are no better than \( \pm 30\% \) of the 100 nm distance. When the SEP-SNG and the SEP-MUM modalities are used, however, the resolution measures are \( \pm 9.58 \) nm and \( \pm 12.60 \) nm, respectively, corresponding to just approximately \( \pm 10\% \) of the 100 nm distance. If the distance is halved again to \( d = 50 \) nm, then the limits of the accuracy for the SIM-SNG and the SIM-MUM modalities deteriorate further to \( \pm 88.48 \) nm and \( \pm 64.60 \) nm, respectively. These numbers are greater than the 50 nm distance, and are clearly unacceptable. In sharp contrast, by using the SEP-SNG and the SEP-MUM modalities instead, resolution measures of \( \pm 9.47 \) nm and \( \pm 12.54 \) nm, respectively, can still be expected. These limits of the accuracy correspond to a perhaps still acceptable \( \pm 20\% \) and \( \pm 25\% \) of the 50 nm distance, respectively.

We note that the numbers given here pertain to the scenario where an expected photon count of 5000 is detected from each of the two point sources. For the SIM-SNG modality, we showed
in [21] that the resolution measure can be improved by detecting more photons from the point source pair and hence increasing the amount of data that is collected. To demonstrate this photon count dependence for all modalities considered here, Fig. 4(b) shows, for each modality, the resolution measure corresponding to the point source pair with separation distance \( d = 50 \) nm from Fig. 4(a) as a function of the expected number of detected photons. For each modality, the improvement (i.e., decrease) in the resolution measure can roughly be described by an inverse square root dependence on the increase in photon count. By doubling the expected photon count to 10000 per point source, for example, the best possible accuracies with which the 50 nm distance can be estimated are improved to ±51.37 nm and ±41.01 nm for the SIM-SNG and the SIM-MUM modalities, respectively, and ±5.96 nm and ±7.72 nm for the SEP-SNG and the SEP-MUM modalities, respectively. A further tenfold increase to 100000 photons per point source would improve the resolution measures to less than ±24% of the 50 nm distance for the SIM-SNG (±11.68 nm) and the SIM-MUM (±10.73 nm) modalities, and to less than ±4% for the SEP-SNG (±1.51 nm) and the SEP-MUM (±1.81 nm) modalities.

In closing this subsection, we point out that the same general observations concerning the effect of small distances of separation can be made with the plots of Fig. 5, where the resolution measures corresponding to the four modalities are shown as functions of \( d \) and the orientation angle \( \omega \). On the one hand, for a given value of \( \omega \), the nonlinear deterioration of the resolution measure with decreasing distance of separation is observed for the SIM-SNG (Fig. 5(a)) and the SIM-MUM (Fig. 5(c)) modalities. On the other hand, for a given angle, the resolution measure remains low and essentially constant over all distances (except \( d = 0 \) nm) for the SEP-SNG (Fig. 5(b)) and the SEP-MUM (Fig. 5(d)) modalities. (Note that there is an exception at \( \omega = 0^\circ \), where the resolution measure is infinity for all modalities regardless of the distance \( d \). This is due to the Fisher information matrix being singular when one point source is situated exactly in front of the other.)
Fig. 5. Dependence of the 3D resolution measure for (a) the SIM-SNG, (b) the SEP-SNG, (c) the SIM-MUM, and (d) the SEP-MUM modality on the distance of separation $d$ and the orientation angle $\omega$ of the imaged point source pair. In (a), (b), (c), and (d), the point source pair is axially centered at $s_z = 400$ nm. Except for $d$ and $\omega$ which are varied in these plots, all experimental, noise, and other point source pair parameters are as given in Fig. 3.

4.2. Near-focus depth discrimination

Due to the poor depth discrimination capability of the optical microscope, the accuracy with which the $z$ position of a point source can be determined is especially poor when it is located near the focal plane [24]. Since the distance estimation problem can be formulated equivalently as the simultaneous estimation of the locations $(x_{01}, y_{01}, z_{01})$ and $(x_{02}, y_{02}, z_{02})$ (see Fig. 2) of the two point sources, it follows that especially poor accuracy for determining the distance of separation can also be expected when either of the point sources is near-focus. In more technical terms, the unknown parameter vector $\theta$ can alternatively be defined as $(x_{01}, y_{01}, z_{01}, x_{02}, y_{02}, z_{02})$, and estimates of the distance of separation $d$ can be obtained indirectly by simply computing the Euclidean distance using the estimated coordinates. Therefore, a poor accuracy in the estimation of $z_{01}$ or $z_{02}$ can be expected to translate to a poor accuracy in the determination of $d$.

The severe deterioration of the limit of the distance estimation accuracy when a near-focus point source is involved has previously been reported in [21] for the SIM-SNG modality. Here, this phenomenon can be seen in Fig. 3(a), for any distance of separation $d$, as the two sharp increases of the resolution measure near the focal plane $s_z = 0$ nm. (Note that the presence of two sharp increases can be seen more clearly in the 2D plot of Fig. 6(b). Additionally, we note the exception at $d = 0$ nm where the resolution measure is infinity regardless of the axial position.) The sharp deterioration below the focal plane corresponds to point source $P_1$ coming very close to being in focus (i.e., value of $z_{01}$ approaching 0 nm), and the sharp deterioration above the focal plane corresponds to point source $P_2$ coming very close to being in focus (i.e., value of $z_{02}$ approaching 0 nm).

Similar sharp deteriorations of the resolution measure about the focal plane can be seen for
Fig. 6. (a) Correlation of the 3D resolution measure (i.e., limit of the distance estimation accuracy) (*) for a point source pair with the limit of the z-localization accuracy of each of the point sources $P_1$ (◦) and $P_2$ (⋄) in the pair. The resolution measure curve corresponds to the 2D slice $d = 200$ nm from Fig. 3(b) (i.e., the SEP-SNG modality). (b) Dependence of the 3D resolution measures for the SIM-SNG (*), the SEP-SNG (◦), the SIM-MUM (×), and the SEP-MUM (⋄) modalities on the axial position $s_z$ of the imaged point source pair. The curves shown correspond to the 2D slice $d = 200$ nm from each of the four 3D plots of Fig. 3. The dashed vertical line at $s_z = 0$ nm marks the focal plane of the SIM-SNG and the SEP-SNG modalities, and focal plane 1 of the SIM-MUM and the SEP-MUM modalities. The dashed vertical line at $s_z = 500$ nm marks focal plane 2 of the SIM-MUM and the SEP-MUM modalities. In both (a) and (b), all experimental, noise, and other point source pair parameters are as given in Fig. 3.

The SEP-SNG modality in Fig. 3(b). This is due to the fact that while this modality removes the overlap of the point spread functions of the two point sources, it does not solve the problem of having to localize an individual near-focus point source. To demonstrate that poor (good) $z$-localization accuracy translates to poor (good) distance estimation accuracy, we plot in Fig. 6(a) the 2D slice $d = 200$ nm from Fig. 3(b), together with the corresponding limits of the localization accuracy of the axial coordinates $z_{01}$ and $z_{02}$ of the two point sources at each axial ($s_z$) position of the point source pair. This limit of the $z$-localization accuracy is based on the same theoretical framework [30] as the resolution measure, and its derivation can be found in [14]. As it is a lower bound on the standard deviation of the $z$ location estimates of a point source, high (low) values indicate poor (good) accuracy, just as is the case with the resolution measure.

Figure 6(a) shows that the behavior of the resolution measure for the SEP-SNG modality correlates with the behaviors of the limits of the $z$-localization accuracy of the two point sources. Above a defocus of roughly $|s_z| = 500$ nm, both the resolution measure and the limits of the $z$-localization accuracy exhibit a deteriorating trend as the point source pair is positioned farther away, in either direction, from the focal plane at $s_z = 0$ nm. Below a defocus of roughly $|s_z| = 500$ nm, the resolution measure exhibits, as explained above, the two sharp increases about the focal plane. The sharp deterioration below the focal plane, which corresponds to $P_1$ coming close to being in focus, coincides accordingly with the sharp deterioration of the $z$-localization accuracy of $P_1$, wherein $z_{01}$ approaches 0 nm. Similarly, the sharp deterioration above the focal plane corresponds to $P_2$ coming close to being in focus, and coincides with the sharp deterioration of the $z$-localization accuracy of $P_2$, wherein $z_{02}$ approaches 0 nm.
Unlike the SIM-SNG and the SEP-SNG modalities, the SIM-MUM modality is able to overcome the near-focus depth discrimination problem. For this modality, Fig. 3(c) shows that the two sharp deteriorations about the focal plane at \( s_z = 0 \) nm are absent. Instead, for a given value of \( d \) (except \( d = 0 \) nm), the resolution measure remains flat in the near-focus region, indicating that good distance estimation accuracy can be expected from the SIM-MUM modality even when one of the point sources is near-focus. This is due to the fact that while a point source may be near-focus from the perspective of the focal plane at \( s_z = 0 \) nm, it is a good distance away from the second focal plane at \( s_z = 500 \) nm. The image acquired from the second focal plane therefore contains enough information to compensate for the lack thereof in the image acquired from the first focal plane. Thus, by using both images in the estimation of the distance of separation, the combined information is sufficient to yield a good accuracy.

The SEP-MUM modality incorporates the two-plane MUM configuration, and can therefore also be expected to overcome the near-focus depth discrimination problem. Figure 3(d) shows this to be the case, with the resolution measure staying flat in the near-focus region for a given value of \( d \) not equal to 0 nm. Importantly, the SEP-MUM modality is the only modality out of the four that is able to overcome both the small distance of separation problem and the near-focus depth discrimination problem. By combining the principles of separate detection and MUM, Fig. 3(d) shows that it is able to achieve a comparatively low and flat resolution measure over all distances of separation 200 nm and below (except \( d = 0 \) nm), and over the four-micron axial range centered at the focal plane.

We note that for all four modalities, the plots of Fig. 3 show that the resolution measure generally increases as a non-near-focus point source pair is moved away from the focal plane(s) in either direction along the \( z \)-axis. This outward deterioration can be explained intuitively by the fact that the farther away two closely spaced point sources are from focus, the more they will appear to be a single point source in the acquired image, and hence the more difficult the distance estimation.

For a comparison of the four modalities with precise numbers, Fig. 6(b) plots in one set of axes the 2D slice \( d = 200 \) nm from each of the four 3D plots of Fig. 3. To give an example of the important advantage gained with MUM when a point source is near-focus, consider the point source pair centered at \( s_z = 64.60 \) nm, which corresponds to \( z_{02} = -6.11 \) nm and hence places point source \( P_2 \) near the focal plane. With the SIM-SNG and the SEP-SNG modalities, extremely poor resolution measures of \( \pm 525.60 \) nm and \( \pm 277.07 \) nm (out of the plot’s range), respectively, can be expected in estimating the 200 nm distance of separation. In significant contrast, resolution measures of no worse than \( \pm 10\% \) of the 200 nm distance can be expected from the SIM-MUM (\( \pm 19.23 \) nm) and the SEP-MUM (\( \pm 12.74 \) nm) modalities.

Note that the same general effects of near-focus depth discrimination can be observed from the plots of Fig. 7, where the resolution measures for the modalities are shown as functions of \( s_z \) and the orientation angle \( \omega \). For a given value of \( \omega \), all four modalities lose accuracy as a non-near-focus point source pair is moved away from the focal plane(s). In the near-focus region, however, the SIM-SNG (Fig. 7(a)) and the SEP-SNG (Fig. 7(b)) modalities exhibit the pair of sharp deteriorations about the focal plane, whereas the SIM-MUM (Fig. 7(c)) and the SEP-MUM (Fig. 7(d)) modalities do not. (Note that when \( \omega = 90^\circ \) such that the two point sources have the same \( z \) position (i.e., \( z_{01} = z_{02} \)), only a single point deterioration is observed exactly at the focal plane \( s_z = 0 \) nm in Figs. 7(a) and 7(b). In this special scenario, the resolution measure actually remains small for axial positions immediately about \( s_z = 0 \) nm. Also, as noted in Section 4.1, the resolution measure is infinity when \( \omega = 0^\circ \). This is the case for all modalities for any \( s_z \).)
4.3. Near-parallel orientations with respect to the z-axis

In addition to its distance of separation and axial position, the orientation of a point source pair with respect to the z-axis (i.e., the angle $\omega$; see Fig. 2) is an important determinant of the limit of the distance estimation accuracy [21]. Given a point source pair, the task of estimating its distance of separation can be expected to be relatively easy when the two point sources are positioned side by side ($\omega = 90^\circ$; perpendicular to the z-axis). This is because this side-by-side orientation can be expected to produce the least overlap between the point spread functions of the two point sources in the acquired image. However, as this point source pair is rotated towards parallel alignment with the z-axis ($\omega = 0^\circ$), such that one point source starts to go in front of, and hence obscure the other, the distance estimation problem becomes tougher as more point spread function overlap can be expected.

This effect of orientation is demonstrated by Figs. 5(a) and 5(c), which correspond respectively to the SIM-SNG and the SIM-MUM modalities. For a given distance of separation $d$ (except $d = 0$ nm) in these plots, it can be seen that the 3D resolution measure increases as the point source pair is rotated from the side-by-side orientation of $\omega = 90^\circ$ towards the front-and-back orientation of $\omega = 0^\circ$. This deterioration of the resolution measure progresses relatively slowly when going from $\omega = 90^\circ$ to roughly $\omega = 45^\circ$, but continues at a significantly faster rate as $\omega$ decreases further before leveling off when approaching $0^\circ$ (at which point the resolution measure is infinity as mentioned previously).

Just as the loss of accuracy due to small distances of separation can be avoided by separating the detection of the two closely spaced point sources, the deteriorative effect of near-parallel orientations (i.e., small $\omega$) can be significantly lessened by the same principle. This can be seen in Figs. 5(b) and 5(d), where for a given value of $d$ (except $d = 0$ nm), the resolution measures
for the SEP-SNG and the SEP-MUM modalities, respectively, stay low and almost flat over the entire range of values for \( \omega \) (except at \( \omega = 0^\circ \) where they are infinity). The advantage conferred by these two modalities here can again be attributed to the removal of the overlap of the point spread functions of the two point sources, which in this case is caused by small values of \( \omega \). It is important to note at this point that, by also being able to overcome the deteriorative effect associated with near-parallel orientations, the SEP-MUM modality is the only modality considered here that is capable of addressing all three challenges associated with distance, depth discrimination, and orientation.

To compare the four modalities with precise numbers, Fig. 8 shows in one set of axes the 2D slice \( d = 200 \) nm from each of the four 3D plots of Fig. 5. At values of \( \omega \) larger than approximately 45\(^\circ\), resolution measures of around, or better than, \( \pm 20 \) nm (i.e., \( \pm 10\% \) of the 200 nm distance) can be expected for all four modalities. At \( \omega = 75^\circ \), for example, the resolution measures for the SIM-SNG, the SEP-SNG, the SIM-MUM, and the SEP-MUM modalities are \( \pm 8.10 \) nm, \( \pm 5.82 \) nm, \( \pm 6.62 \) nm, and \( \pm 5.96 \) nm, respectively. At values of \( \omega \) smaller than approximately 45\(^\circ\), however, substantial differences can be observed between the modalities. Whereas the SIM-SNG and the SIM-MUM modalities both lose a significant amount of accuracy, the SEP-SNG and the SEP-MUM modalities experience only a small deterioration. At \( \omega = 7.5^\circ \), for example, poor limits of the accuracy of \( \pm 96.23 \) nm and \( \pm 51.42 \) nm can be expected, respectively, from the SIM-SNG and the SIM-MUM modalities. These numbers correspond, respectively, to about \( \pm 50\% \) and \( \pm 25\% \) of the 200 nm distance. In contrast, for the same small angle, much better resolution measures of \( \pm 12.77 \) nm and \( \pm 17.37 \) nm can be expected, respectively, from the SEP-SNG and the SEP-MUM modalities. In fact, across the entire range of values for \( \omega \) (except \( \omega = 0^\circ \)), these two modalities are able to maintain accuracies of better than \( \pm 10\% \) of the 200 nm distance.

Note that the same general effect that the orientation has on the resolution measure for each modality can be seen in the plots of Fig. 7. For a given value of \( s_z \), the nonlinear deterioration of the resolution measure is observed for the SIM-SNG (Fig. 7(a)) and the SIM-MUM (Fig. 7(c)) modalities as the value of \( \omega \) is decreased from 90\(^\circ\) to 0\(^\circ\). For the SEP-SNG (Fig. 7(b)) and the SEP-MUM (Fig. 7(d)) modalities, the resolution measure remains, for a given \( s_z \), relatively low and flat throughout the entire range of angles (except \( \omega = 0^\circ \)). (Note that due to the near-focus depth discrimination problem (Section 4.2), the patterns described are not observed in Figs.
7(a) and 7(b) for some \( s_z \) values in the region occupied by the pair of sharp deteriorations about the focal plane. In these cases, the patterns are interrupted by a sharp deterioration over values of \( \omega \) which put one of the point sources near the focal plane.

5. Maximum likelihood estimation with simulated images

As defined in Section 3, the 3D resolution measure represents the smallest possible standard deviation that can be expected of the distance estimates produced by an unbiased estimator. In practice, it is useful to know that estimators exist which are capable of attaining this limit of the distance estimation accuracy. In [21], we presented results of estimations, performed on simulated images of point source pairs, which demonstrate the maximum likelihood estimator to be capable of achieving the resolution measure corresponding to the SIM-SNG imaging modality. Here, we extend those results with that from estimations which were carried out on images simulated for the SEP-SNG, the SIM-MUM, and the SEP-MUM modalities. These results show that the maximum likelihood estimator is also capable of attaining the resolution measures corresponding to these modalities. At the same time, they provide a verification of the correctness of the theory presented in Section 3 and the appendix.

5.1. Methods

Since the pixels comprising an image can be assumed to be independent measurements of photon count, the log-likelihood function that is maximized in our estimations is simply the sum of the log-likelihood functions for the individual pixels. For an image of \( N_p \) pixels produced by the SIM-SNG modality, the log-likelihood function is then given by

\[
\ln(L(\theta|z_1, \ldots, z_{N_p})) = \sum_{k=1}^{N_p} \ln(p_{\theta,k}(z_k)),
\]

where \( p_{\theta,k}(z_k) \), \( k = 1, \ldots, N_p \), is the probability that \( z_k \) photons are detected at the \( k^{th} \) pixel, and is given by Eq. (7). The parameter vector \( \theta \) that is estimated is as given in Section 3.1, consisting of the six parameters (including the distance of separation \( d \)) that together describe the 3D geometry of a point source pair (Fig. 2).

For an image of \( N_p \) pixels produced by the SEP-SNG, the SIM-MUM, or the SEP-MUM modality, the log-likelihood function is also as given by Eq. (2), but with one important caveat. Depending on whether the image is of point source \( P_1 \) or \( P_2 \) or both, and of focal plane 1 or 2, \( p_{\theta,k}(z_k) \) of Eq. (7) is evaluated using the appropriate redefinitions of the intensity function \( \Lambda_\theta \) and the spatial density functions \( \{f_{\theta,\tau}\}_{\tau \geq t_0} \) detailed in appendix sections A.2, A.3, and A.4. In addition, since these modalities entail the use of either two or four independently-formed images (Figs. 1(b), 1(c), 1(d)) to arrive at a single estimate of the distance \( d \), the overall log-likelihood function to be maximized is just the sum of the log-likelihood functions for the individual images.

Maximum likelihood estimations were performed on nine different data sets of simulated images of point source pairs. Depending on the imaging modality to which it corresponds, a data set consists of 500 images, 500 pairs of images, or 500 sets of four images (Fig. 1). In this way, 500 distance estimates are obtained for each data set regardless of the modality. Each image is a 15x15 pixel array of 13 \( \mu \)m by 13 \( \mu \)m pixels. In addition to the imaging modality, the various data sets differ in terms of the point source pair’s distance of separation \( d \), axial position \( s_z \), and orientation angle \( \omega \).

Each individual image in a data set corresponding to the SIM-SNG modality is simulated according to the description of a practically acquired image in appendix section A.1. That is, the total photon count at each pixel is simulated as the sum of the photon counts due to the
point source pair, the background noise, and the detector measurement noise. More precisely, the photon count due to the point source pair is a realization of a Poisson-distributed random variable with mean given by Eq. (5). This mean is evaluated by assuming an expected photon count of 5000 photons per point source, and that the image of each point source is described by the 3D point spread function of Born and Wolf (Eq. (1)). The photon count due to the background noise is a realization of a Poisson-distributed random variable with a mean of 80 photons. The photon count due to the measurement noise is a realization of a Gaussian-distributed random variable with a mean of $0 \, e^{-}$ and a standard deviation of $8 \, e^{-}$.

An individual image in a data set corresponding to the SEP-SNG, the SIM-MUM, or the SEP-MUM modality is simulated similarly as described for an image of the SIM-SNG modality. As with the computation of the log-likelihood function, however, the mean given by Eq. (5) is evaluated using the appropriate redefinitions of the functions $\lambda_0$ and $\{f_{\theta,\tau}\}_{r \geq \theta}$ presented in appendix sections A.2, A.3, and A.4, depending on whether the image is of point source $P_1$ or $P_2$ or both, and of focal plane 1 or 2. Also, since a 50:50 splitting of the collected fluorescence between the two focal planes is assumed for the SIM-MUM and the SEP-MUM modalities, the expected photon count per point source is halved to 2500, and the mean of the background noise at each pixel is halved to 40 photons for these modalities.

The software used to simulate the data sets, perform the estimations, and compute the resolution measures is implemented using the technical programming language of MATLAB (The MathWorks, Inc., Natick, MA) and its optimization toolbox. It comprises the core functionalities of the software packages EstimationTool [32] and FandPLimitTool [33].

5.2. Results

Table 1 shows the estimation results for the nine simulated data sets. In every case, the true distance of separation is very closely recovered by the mean of the distance estimates. Moreover, the standard deviation of the distance estimates of each data set is in close agreement with the 3D resolution measure corresponding to the data set. These results therefore demonstrate the ability of the maximum likelihood estimator to attain the limit of the distance estimation accuracy predicted for each modality.

Data sets 1 through 4 simulate the imaging, using each of the four modalities, of a point source pair with a relatively large distance of separation of $d = 200 \, \text{nm}$, an axial position of $s_z = 400 \, \text{nm}$ that places both point sources well away from the focal plane ($z_{01} = 450 \, \text{nm}$, $z_{02} = 350 \, \text{nm}$), and an orientation of $\omega = 60^\circ$ that is far from parallel alignment with the $z$-axis. Given this relatively easy scenario, resolution measures of no worse than $\pm 7\%$ of the 200 nm distance are predicted and attained for the SIM-SNG ($\pm 13.71 \, \text{nm}$) and the SIM-MUM ($\pm 12.09 \, \text{nm}$) modalities. Even better accuracy limits of no worse than $\pm 5\%$ of 200 nm are predicted and attained for the SEP-SNG ($\pm 7.82 \, \text{nm}$) and the SEP-MUM ($\pm 9.59 \, \text{nm}$) modalities.

Data sets 5 and 6 simulate the imaging of a point source pair with a smaller distance of separation of $d = 100 \, \text{nm}$ and an orientation of $\omega = 30^\circ$ that is closer to parallel alignment with the $z$-axis. These two data sets demonstrate that, given the more challenging separation distance and orientation, good accuracy limits of $\pm 11.12 \, \text{nm}$ and $\pm 15.47 \, \text{nm}$ are still predicted and attained, respectively, for the SEP-SNG and the SEP-MUM modalities. (Poor accuracy limits of $\pm 73.22 \, \text{nm}$ and $\pm 56.78 \, \text{nm}$ are predicted for the SIM-SNG and the SIM-MUM modalities, respectively.) Data sets 7 and 8 entail a point source pair with the same distance of separation and orientation as that of data sets 1 through 4, but with an axial position of $s_z = 75 \, \text{nm}$ that places point source $P_2$ only 25 nm away from the focal plane. Given this point source that is close to the focal plane, these data sets show that excellent accuracy limits of $\pm 12.29 \, \text{nm}$ and $\pm 9.58 \, \text{nm}$ are still predicted and attained, respectively, for the SIM-MUM and the SEP-MUM modalities. (Poor accuracy limits of $\pm 85.27 \, \text{nm}$ and $\pm 49.23 \, \text{nm}$ are predicted for the SIM-
Table 1. Results of maximum likelihood estimations

<table>
<thead>
<tr>
<th>Data set no.</th>
<th>Imaging modality</th>
<th>Axial position $s_z$ (nm)</th>
<th>Orientation angle $\omega$ (degrees)</th>
<th>Distance of separation $d$ (nm)</th>
<th>Mean of $d$ estimates (nm)</th>
<th>Resolution measure (nm)</th>
<th>Standard deviation of $d$ estimates (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SIM-SNG</td>
<td>400</td>
<td>60</td>
<td>200</td>
<td>201.09</td>
<td>13.71</td>
<td>13.93</td>
</tr>
<tr>
<td>2</td>
<td>SEP-SNG</td>
<td>400</td>
<td>60</td>
<td>200</td>
<td>200.60</td>
<td>7.82</td>
<td>7.91</td>
</tr>
<tr>
<td>3</td>
<td>SIM-MUM</td>
<td>400</td>
<td>60</td>
<td>200</td>
<td>201.43</td>
<td>12.09</td>
<td>12.10</td>
</tr>
<tr>
<td>4</td>
<td>SEP-MUM</td>
<td>400</td>
<td>60</td>
<td>200</td>
<td>200.81</td>
<td>9.59</td>
<td>9.53</td>
</tr>
<tr>
<td>5</td>
<td>SEP-SNG</td>
<td>400</td>
<td>30</td>
<td>100</td>
<td>99.95</td>
<td>11.12</td>
<td>11.29</td>
</tr>
<tr>
<td>6</td>
<td>SEP-MUM</td>
<td>400</td>
<td>30</td>
<td>100</td>
<td>100.38</td>
<td>15.47</td>
<td>15.49</td>
</tr>
<tr>
<td>7</td>
<td>SIM-MUM</td>
<td>75</td>
<td>60</td>
<td>200</td>
<td>200.65</td>
<td>12.29</td>
<td>12.03</td>
</tr>
<tr>
<td>8</td>
<td>SEP-MUM</td>
<td>75</td>
<td>60</td>
<td>200</td>
<td>200.63</td>
<td>9.58</td>
<td>9.66</td>
</tr>
<tr>
<td>9</td>
<td>SEP-MUM</td>
<td>75</td>
<td>30</td>
<td>100</td>
<td>100.44</td>
<td>15.54</td>
<td>15.85</td>
</tr>
</tbody>
</table>

Results of maximum likelihood estimations on nine sets of simulated images of point source pairs in 3D space. The image of each point source is simulated according to the Born and Wolf 3D point spread function, and the expected photon count detected per point source is 5000. For each data set, the mean and the standard deviation of 500 estimates of the distance of separation are shown with the corresponding resolution measure as well as the axial position $s_z$, the orientation angle $\omega$, and the distance of separation $d$ which are different between the data sets. The data sets also differ in terms of the imaging modality. A data set corresponding to the SIM-SNG modality contains 500 simulated images. A data set corresponding to the SEP-SNG or the SIM-MUM modality contains 500 pairs of simulated images. A data set corresponding to the SEP-MUM modality contains 500 sets of four images. (See Fig. 1.) In all data sets, a single image is a 15x15 array of 13 $\mu$m by 13 $\mu$m pixels. With an assumed magnification of $M = 100$, the position of the point source pair in the $xy$-plane is set to $s_x = s_y = 975$ nm so that its image is centered on the pixel array. All other experimental, noise, and point source pair parameters are as given in Fig. 3.

SNG and the SEP-SNG modalities, respectively.) Lastly, data set 9 demonstrates that, given the combination of $d = 100$ nm, $\omega = 30^\circ$, and $s_z = 75$ nm, a good accuracy limit of $\pm 15.54$ nm is still predicted and attained for the SEP-MUM modality. (Poor accuracy limits of $\pm 488.43$ nm, $\pm 66.84$ nm, and $\pm 57.33$ nm are predicted for the SIM-SNG, the SEP-SNG, and the SIM-MUM modalities, respectively.)

It is well known that under relatively weak conditions the maximum likelihood estimator of a parameter vector $\theta$ is asymptotically Gaussian distributed with asymptotic mean $\theta$ and covariance $I^{-1}(\theta)$ (e.g., [34]), where the latter is the Cramer-Rao lower bound (Eq. (8)) on which the resolution measure is based. This means that our estimator is asymptotically unbiased and asymptotically efficient. However, in the case of finite data sets such as those shown in Table 1, it is difficult to analytically determine the accuracy of our complex estimator and whether or not it is biased. We have therefore relied on simulation studies instead. Having examined many data sets such as those shown in Table 1, we can draw the conclusion that if there is bias, then it is a very small one provided that the resolution measure is small compared to the estimated distance. For example, for every data set in Table 1, the mean differs from the true distance by less than 1% of the true distance. These data sets entail relatively small resolution measures that are no worse than $\pm 16\%$ of the corresponding true distances. Importantly, this shows that under the practically desirable condition where the resolution measure predicts a good accuracy limit, the maximum likelihood estimator is able to recover the true distance with very little bias if it in fact exists. Moreover, under this condition, we can conclude based on the consistency with which it does so in our simulation studies, that the maximum likelihood estimator is able
6. Conclusions

Using a Cramer-Rao lower bound-based 3D resolution measure which specifies the best possible accuracy (standard deviation) with which the distance separating two point sources can be estimated, we have compared the limits of the distance estimation accuracy that can be expected for images acquired using four different fluorescence microscopy imaging modalities. These modalities represent imaging setups that have been realized in practice, and comprise all possible combinations of simultaneous or separate fluorophore detection coupled with a single focal plane or a multifocal plane imaging configuration.

Specifically, we have compared the resolution measures for the four modalities in the context of the challenges posed by small distances of separation, near-focus depth discrimination, and orientations near parallel to the microscope's z-axis. We have shown that the conventional fluorescence imaging setup generally performs poorly under these conditions. However, modalities that implement the MUM technique are able to overcome the near-focus depth discrimination problem, and modalities that employ the separate detection of fluorophores are able to deal with point source pairs with small distances of separation and/or near-parallel orientations. Moreover, though it does not always yield the best limit of the distance estimation accuracy numerically, the modality that combines the principles of separate detection and multifocal plane imaging is the only modality that is able to provide generally good accuracy limits when all three problems are present.

The method of comparison using the resolution measure and the results we report are useful in practice as they can be used to produce important guidelines in the design of an imaging experiment where distance estimation needs to be performed on the acquired images. For the actual estimation of the distance of separation, we have also shown with simulated images that the maximum likelihood estimator is capable of attaining the limits of the accuracy predicted by the resolution measures corresponding to all four modalities. This estimator might therefore make a good choice for the analysis of real image data.

In comparing the resolution measures for the different modalities, we have used a specific point spread function and a specific set of parameters (e.g., numerical aperture, detector pixel size, magnification, plane spacing of the two-plane MUM configuration, etc.). Therefore, the precise values of the resolution measures that are shown in the plots and given in the text apply specifically to the conditions we have assumed. In practice, the resolution measure should be computed with a point spread function (e.g., [35, 36, 37]) and parameters that pertain to the specific imaging setup that is used. As can be seen from the generality of the theory presented in Section 3 and the appendix, the mathematical framework on which the resolution measure is based can easily support such necessary customization.

Importantly, the conclusions we have drawn from our comparisons are generally true regardless of the specific point spread function and the specific values of the parameters. While a different set of conditions would produce different numerical values for the resolution measure, it would not change the general patterns seen in the various plots on which our conclusions are based. To illustrate this point, we show in Fig. 9 the same 2D plots as in Figs. 4(a), 6(b), and 8, but for a numerical aperture of $n_a = 1.2$, an immersion medium refractive index of $n = 1.33$, and a magnification of $M = 63$. We see that while the plots of Fig. 9 do not show the same numerical values as in Figs. 4(a), 6(b), and 8, they demonstrate the same general behavior of the resolution measures as functions of a point source pair's distance of separation, axial position, and orientation.
Fig. 9. Dependence of the 3D resolution measures for the SIM-SNG (+), the SEP-SNG (◦), the SIM-MUM (×), and the SEP-MUM (○) modalities on (a) the distance of separation \(d\), (b) the axial position \(s_x\), and (c) the orientation angle \(\omega\) of the imaged point source pair. The plots in (a), (b), and (c) are analogous to the plots of Figs. 4(a), 6(b), and 8, respectively, but with the object space medium refractive index changed to \(n = 1.33\), and the numerical aperture and the magnification of the objective lens changed to \(n_a = 1.2\) and \(M = 63\), respectively. (In order that the image of the point source pair is still centered on the 21x21 array of 13 \(\mu\)m by 13 \(\mu\)m pixels given the new magnification, the position of the point source pair in the \(xy\)-plane has also been changed to \(s_x = s_y \approx 2167\) nm. Also, the magnification associated with focal plane 2 of the SIM-MUM and the SEP-MUM modalities is accordingly changed to \(M' = 62.42\).) All other experimental, noise, and point source pair parameters are as described in the corresponding Figs. 4(a), 6(b), and 8.

### Appendix

#### A.1 The 3D resolution measure for the SIM-SNG modality

Let us consider a single image of both point sources \(P_1\) and \(P_2\) (Fig. 1(a)) that is acquired during the time interval \([t_0, t]\), and from which the unknown parameter vector \(\theta = (d, \phi, \omega, s_x, s_y, s_z)\) is to be estimated (see Fig. 2). Assuming at first the absence of any extraneous noise sources (e.g., sample autofluorescence, detector dark current, detector readout), such an image is formed strictly from the photons detected from the point source pair. Since photon emission (and hence photon detection) is stochastic by nature, this image is modeled as a spatio-temporal random process [30, 31]. The temporal aspect models the time points at which the photons are detected as an inhomogeneous Poisson process with intensity function

\[
\Lambda_\theta(t) = \Lambda_1(t) + \Lambda_2(t), \quad t \geq t_0, \tag{3}
\]

where \(\Lambda_1\) and \(\Lambda_2\) are the photon detection rates of \(P_1\) and \(P_2\), respectively. The spatial aspect models the image space coordinates of the detected photons as a sequence of independent random variables with probability density functions \(f_{\theta, \tau}(x, y)\), where each \(f_{\theta, \tau}\) is given by

\[
f_{\theta, \tau}(x, y) = \frac{1}{M^2} \left[ \epsilon_1(\tau)q_{\theta, 1} \left( \frac{x}{M} - x_01, \frac{y}{M} - y_01 \right) + \epsilon_2(\tau)q_{\theta, 2} \left( \frac{x}{M} - x_02, \frac{y}{M} - y_02 \right) \right], \tag{4}
\]

where \((x, y) \in \mathbb{R}^2\), \(\epsilon_i(\tau) = \Lambda_i(\tau)/(\Lambda_1(\tau) + \Lambda_2(\tau))\), \(i = 1, 2\), \(\tau \geq t_0\), \(M\) denotes the lateral magnification of the microscope, \((x_{01}, y_{01}, z_{01})\) and \((x_{02}, y_{02}, z_{02})\) denote, respectively, the 3D coordinates of the positions of \(P_1\) and \(P_2\) in the object space (see Fig. 2), and \(q_{\theta, 1}\) and \(q_{\theta, 2}\) denote, respectively, the point spread functions of \(P_1\) and \(P_2\). Note that the position coordinates of \(P_1\) and \(P_2\) are functions of the unknown parameter vector \(\theta\), and can be written explicitly as

\[
x_{01} = s_x + d \sin \omega \cos \phi / 2, \quad y_{01} = s_y + d \sin \omega \sin \phi / 2, \quad z_{01} = s_z + d \cos \omega / 2,
\]

\[
x_{02} = s_x + d \sin \omega \cos \phi / 2, \quad y_{02} = s_y + d \sin \omega \sin \phi / 2, \quad z_{02} = s_z + d \cos \omega / 2,
\]
where \(x_0 = s_x - d \sin \omega \cos \phi / 2\), \(y_0 = s_y - d \sin \omega \sin \phi / 2\), and \(z_0 = s_z - d \cos \omega / 2\). Also, the point spread functions \(g_{0,1}\) and \(g_{0,2}\) are each specified in the form of an image function [30], which gives the image, at unit lateral magnification, of a point source that is located at \((0, 0, z_0)\), \(z_0 \in \mathbb{R}\), in the object space.

The spatio-temporal random process we have described readily models a non-pixelated image of infinite size. For a finite-sized image consisting of \(N_p\) pixels, however, the collected data is a sequence of independent random variables \(\{S_{\hat{\theta},1}, \ldots, S_{\hat{\theta},N_p}\}\), where \(S_{\hat{\theta},k}\) is the number of photons detected at the \(k^{th}\) pixel. In [30], we showed that the photon count \(S_{\hat{\theta},k}\) is Poisson-distributed with mean

\[
\mu_{\theta}(k) = \int_{t_0}^{t} \int_{C_k} A_\theta(\tau) f_\theta,\tau(x,y) dx dy d\tau,
\]

where \([t_0, t]\) is again the image acquisition time interval, \(C_k\) is the region in the detector plane that is occupied by the \(k^{th}\) pixel, and the functions \(A_\theta(\tau)\) and \(f_\theta,\tau(x,y)\) are as defined above.

We have thus far given a description of an image that is formed from only the photons detected from the point sources. An image produced by a practical microscopy imaging experiment, however, will also contain photons contributed by extraneous noise sources such as autofluorescence from the imaged sample and the detector readout process. To account for these signal-deteriorating photons, a practical image of \(N_p\) pixels is modeled as a sequence of independent random variables \(\{\mathcal{S}_{\theta,1}, \ldots, \mathcal{S}_{\theta,N_p}\}\), where \(\mathcal{S}_{\theta,k}\) is the total photon count at the \(k^{th}\) pixel. At each pixel \(k\), the total photon count \(\mathcal{S}_{\theta,k}\) is modeled as the sum of the three mutually independent random variables \(S_{\hat{\theta},k}\), \(B_k\), and \(W_k\). The random variable \(S_{\hat{\theta},k}\) represents again the number of photons from the point source pair which are detected at the \(k^{th}\) pixel. It is dependent on the unknown parameter vector \(\theta\), and is Poisson-distributed with mean \(\mu_{\theta}(k)\) given by Eq. (5). The random variable \(B_k\) represents the number of spurious photons at the \(k^{th}\) pixel which arise from extraneous noise sources such as sample autofluorescence and the detector dark current. It is assumed to be Poisson-distributed with mean \(\beta(k)\). The random variable \(W_k\) represents the number of photons at the \(k^{th}\) pixel which are due to measurement noise sources such as the detector readout process. It is assumed to be Gaussian-distributed with mean \(\eta_k\) and standard deviation \(\sigma_k\). Note that neither \(B_k\) nor \(W_k\) is dependent on \(\theta\), which contains parameters pertaining only to the point source pair.

Given our stochastic model of a practical image, the Fisher information matrix \(I(\theta)\) corresponding to an image of \(N_p\) pixels is then given by [30]

\[
I(\theta) = \sum_{k=1}^{N_p} \left( \frac{\partial \mu_{\theta}(k)}{\partial \theta} \right)^T \frac{\partial \mu_{\theta}(k)}{\partial \theta} \int_{\mathbb{R}} \frac{\sum_{l=0}^{\infty} \left[|v_{\theta}(k)|^l e^{-|v_{\theta}(k)|}\right]}{l!} \frac{\frac{1}{\sqrt{2\pi\eta_k}}} \frac{1}{\sqrt{2\pi\sigma_k}} e^{-\frac{1}{2} \left(\frac{z-\eta_k}{\eta_k}\right)^2} \frac{1}{\sqrt{2\pi\sigma_k}} e^{-\frac{1}{2} \left(\frac{z-\eta_k}{\sigma_k}\right)^2} dz - 1, \quad (6)
\]

where for \(k = 1, \ldots, N_p\), \(v_{\theta}(k) = \mu_{\theta}(k) + \beta(k)\), and

\[
p_{\theta,k}(z) = \frac{1}{\sqrt{2\pi\sigma_k}} \sum_{l=0}^{\infty} \left[|v_{\theta}(k)|^l e^{-|v_{\theta}(k)|}\right] \frac{l!}{l!} e^{-\frac{1}{2} \left(\frac{z-\eta_k}{\sigma_k}\right)^2}, \quad z \in \mathbb{R}. \quad (7)
\]

Applying the Cramer-Rao inequality [20]

\[
\text{Cov}(\hat{\theta}) \geq I^{-1}(\theta), \quad (8)
\]

where \(\hat{\theta}\) is any unbiased estimator of \(\theta\), the 3D resolution measure is defined as the quantity \(\sqrt{[I^{-1}(\theta)]_{11}}\). It is therefore a lower bound on the standard deviation of the estimates of any unbiased estimator of the distance of separation \(d\).
A.2 The 3D resolution measure for the SEP-SNG modality

The SEP-SNG modality produces two images that are separated in time, one of point source $P_1$ only, and the other of point source $P_2$ only (Fig. 1(b)). We first consider an image of point source $P_1$ that is acquired during the interval $[t_0, t_1]$. Since $P_1$ is the only point source that is detected, the intensity function of the Poisson process is simply given by the photon detection rate of $P_1$, i.e., $\Lambda_\theta(\tau) = \Lambda_1(\tau)$, $t_0 \leq \tau \leq t_1$. Likewise, the spatial density function will involve only the point spread function of $P_1$, and is given by $f_\theta(x,y) = \frac{1}{M^2}q_{01,1}\left(\frac{x}{M} - x_{01}, \frac{y}{M} - y_{01}\right)$. Note that the subscript $\tau$ has been dropped from $f_\theta$ because unlike the density function of Eq. (4), the $f_\theta$ here does not depend on time. Substituting these redefined functions into Eq. (5), the number of photons $S_{\theta,k}$ detected at the $k^{th}$ pixel of this image is then Poisson-distributed with mean

$$\mu_\theta^{(1)}(k) = \frac{1}{M^2} \int_{t_0}^{t_1} \int_{C_1} \Lambda_1(\tau) \cdot q_{01,1}\left(\frac{x}{M} - x_{01}, \frac{y}{M} - y_{01}\right) dxdy d\tau,$$

where $\mu_\theta(k)$ is superscripted with (1) to denote image of $P_1$. Finally, by evaluating Eq. (6) with $\mu_\theta^{(1)}$, we obtain the Fisher information matrix $I^{(1)}(\theta)$ which corresponds to the image of $P_1$.

By applying the same reasoning to an image of point source $P_2$ acquired during the time interval $[t_2, t_3]$ that is disjoint from $[t_0, t_1]$, we get the mean photon count

$$\mu_\theta^{(2)}(k) = \frac{1}{M^2} \int_{t_2}^{t_3} \int_{C_2} \Lambda_2(\tau) \cdot q_{02,2}\left(\frac{x}{M} - x_{02}, \frac{y}{M} - y_{02}\right) dxdy d\tau,$$

where the superscript (2) of $\mu_\theta(k)$ denotes image of $P_2$. Substituting it into Eq. (6), we obtain the Fisher information matrix $I^{(2)}(\theta)$ which corresponds to the image of $P_2$.

By the independence of the two spatio-temporal random processes, the Fisher information matrix for the SEP-SNG modality is just

$$I(\theta) = I^{(1)}(\theta) + I^{(2)}(\theta),$$

and by definition the 3D resolution measure is the quantity $\sqrt{I^{-1}(\theta)_{11}}$.

A.3 The 3D resolution measure for the SIM-MUM modality

The SIM-MUM modality produces two images, each of both point sources, that are acquired during the same time interval, but from different focal planes (Fig. 1(c)). Let us consider the acquisition time interval $[t_0, t]$. Since each image acquired during this time is that of both point sources, the intensity function of the temporal portion of its respective spatio-temporal random process will remain the same as that for the SIM-SNG modality. That is, it is still the sum of the photon detection rates of $P_1$ and $P_2$, given by Eq. (3).

For each image, the density functions $\{f_{\theta,\tau}\}_{\tau > t_0}$ of the spatial portion of its respective random process will look similar to that for the SIM-SNG modality. However, due to the different focal planes that are associated with the two images, two important modifications need to be made. First, for each image the axial position of the point source pair needs to be specified with respect to the focal plane from which the image was acquired. Second, the lateral magnification of the two images will be different because their respective focal planes are located at different distances from the objective lens.

For ease of reference, let us designate the two distinct focal planes as focal plane 1 and focal plane 2. Without loss of generality, let focal plane 1 be the plane that is positioned closer to the objective lens, and let the $z$ coordinates of point sources $P_1$ and $P_2$ (i.e., $z_{01}$ and $z_{02}$) be given with respect to focal plane 1. Furthermore, let $M$ denote the lateral magnification associated with focal plane 1. Then, for the image corresponding to focal plane 1, each density...
where $n$ is the refractive index of the object space medium, and $L$ is the tube length of the microscope. By substituting the modified axial positions and magnification into Eq. (4), we obtain the density functions \( f_{\theta, \tau} \) for the image corresponding to focal plane 2. That is, each density function $f_{\theta, \tau}$ will be given by

$$f_{\theta, \tau}(x, y) = \frac{1}{(M')^2} \left[ \epsilon_1(\tau)q_{\theta_0-\Delta z_f, 1} \left( \frac{x}{M'} - x_{01}, \frac{y}{M'} - y_{01} \right) + \epsilon_2(\tau)q_{\theta_0-\Delta z_f, 2} \left( \frac{x}{M'} - x_{02}, \frac{y}{M'} - y_{02} \right) \right],$$

where the photon detection rate-dependent functions $\epsilon_1$ and $\epsilon_2$ are as defined for Eq. (4). Finally, by using Eq. (13) in Eq. (5) and substituting the result into Eq. (6), we obtain the Fisher information matrix $I(\theta)$ corresponding to the image from focal plane 2.

By the independence of the two images, the Fisher information matrix $I(\theta)$ for the SIM-MUM modality is then given by Eq. (11), and the 3D resolution measure is just the quantity $\sqrt{[I^{-1}(\theta)]_{11}}$.

### A.4 The 3D resolution measure for the SEP-MUM modality

The SEP-MUM modality combines separate detection with the two-plane MUM technique. It therefore produces two pairs of images (Fig. 1(d)). One pair, each of point source $P_1$ only, is acquired simultaneously by two cameras during time interval $[t_0, t_1]$, but from two distinct focal planes. The other pair, each of point source $P_2$ only, is acquired simultaneously by the same two cameras during time interval $[t_2, t_3]$ that is disjoint from $[t_0, t_1]$, but from the same two distinct focal planes. Each of the four images is hence characterized by a unique combination of time and focal plane, and can be assumed to be formed independently of the other three images.

By the independence of the four images, we can again add their respective Fisher information matrices. These four matrices can be obtained by applying the same arguments used in appendix sections A.2 and A.3. Using the same designation of the focal planes as in appendix section A.3, the matrices for the two images corresponding to focal plane 1 are readily obtained by evaluating Eq. (6) with Eqs. (9) and (10). Use of Eq. (9) (Eq. (10)) gives the matrix for the image of $P_1$ ($P_2$) acquired during $[t_0, t_1]$ ($[t_2, t_3]$).

The matrices for the two images corresponding to focal plane 2 are easily obtained by evaluating Eq. (6) with modified versions of Eqs. (9) and (10). These functions are given by

$$\mu_0^{(1)}(k) = \frac{1}{(M')^2} \int_{t_0}^{t_1} \int_{\Delta \mathbf{k}} A_1(\tau) \cdot q_{\theta_0-\Delta z_f, 1} \left( \frac{x}{M'} - x_{01}, \frac{y}{M'} - y_{01} \right) dx dy d\tau,$$

and

$$\mu_0^{(2)}(k) = \frac{1}{(M')^2} \int_{t_2}^{t_3} \int_{\Delta \mathbf{k}} A_2(\tau) \cdot q_{\theta_0-\Delta z_f, 2} \left( \frac{x}{M'} - x_{02}, \frac{y}{M'} - y_{02} \right) dx dy d\tau,$$

where $M'$ is again the lateral magnification of focal plane 2 given by Eq. (12), and $\Delta z_f$ is again the spacing between the two focal planes. Use of Eq. (14) (Eq. (15)) gives the matrix for the image of $P_1$ ($P_2$) acquired during $[t_0, t_1]$ ($[t_2, t_3]$).

The 3D resolution measure for the SEP-MUM modality is then the quantity $\sqrt{[I^{-1}(\theta)]_{11}}$, where $I(\theta)$ is the sum of the four Fisher information matrices corresponding to the four images.
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